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ABSTRACT: Images are the strongest medium for people on social media sites to communicate their sentiments 

through. Extremely, twitter users use images and videos to convey their opinions and share knowledge. Sensitivity 

analysis of such large-scale video content may aim to effectively extract user emotional state towards occurrences or 

themes, including those in image messages, because then image and video prognostication is supplementary to textual 

sentiment classification. Substantial progress has been made with these emerging technologies there's little research 

focusing on the feelings of the picture. In this paper, we proposed image sentiment classification using Convolutional 

Neural Networks (CNN), which builds a framework for the prediction of image sentiment. Specifically, this system is 
pre - processed to conduct image classification on a broad scale of data for object recognition. Enormous tests were 

carried out on the Flickr image dataset, which was labelled manually. We employ a revolutionary strategy of domain-

specific adjusting of the deep network to leverage these labelled data. The results reveal that the improved CNN 

training can achieve better picture sentiment classification efficiency than competitive network. 

KEYWORDS: image sentiment analysis, deep learning, Convolutional Neural Network, feature extraction, feature 

selection, image processing.  

I. INTRODUCTION 

Today, the internet has become an integral forum for interaction and sharing of ideas, providing us with an enhanced 

interrogation of people’s views and thoughts on a wide range of topics. Such information is contained in sundry facets 

like blogs, commentaries and tags on micro-blogging websites. The evaluation of these knowledge in the field of 

sentiment classification plays an important role in the study of behaviour, which seeks to understand and predict 

decision - making processes and allows for a wide range of applications in business analytics, stock market forecasting 

and political 

Voting predictions 

The base system proposed to predict the emotional category an image falls into from 5 categories - Love, Happiness, 

Violence, Fear, and Sadness.  Extract features like RGB, CMYK, luminance, chrominance, alfa, text features, shape 
base feature etc. respectively. It does this by fine-tuning 3 different convolutional neural networks for the tasks of 

emotion prediction and sentiment analysis. The problem of labeling images with the emotion they depict is very 

subjective and can differ from person to person. Also, due to cultural or geographical differences some images might 

invoke a different emotion in different people - like in India people light candles to celebrate a festival called “Diwali”, 

however in western countries candles are lit, most of the times, to mark an occasion of mourning.  

II. LITERATURE SURVEY 

Earlier research on the analysis of visual perception was mainly done to develop mid-level characteristics for feature 

selection from low-level image features. Driven by the fact that sentiment requires representation at a good degree, 

which can be easier to understand through artefacts or attributes in pictures. Borth et al.[4] and Yuan et al.[1] suggested 

the use of visual entities or characteristics as features for the study of visual feelings. The major drawback of these 

methodologies is that the recruitment process takes a lot of domain theories of technology or cognitive science to define 

the attributes of the middle - level and procedure to help to fine-tune the outcomes of sentiment prediction. 

For the pre - trained CNN, they used Krizhevsky et al. deep architecture [3], this consists of eight learned layers which 

are five convolutional and three completely weight-related. The CNN consists of eight develop qualities and, in the 

end, a soft-max layer. The secret layers are five consecutive layers of convolution composed of two layers which are 

completely connected. Rectified Linear Units (ReLUs) are the basis for the non - linearity of each neuron in this CNN 

[13]. 
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F(x) = maximum(0,x) 

That speeds up learning as opposed to swamping nonlinear behaviour. A 224 pixel RGB image is taken as input by the 

CNN. Each convolutional layer converts the production of its preceding layer with a set of shared kernels, followed by 

nonlinearity of ReLU, and different tuning layers, standardization of behavioural responses and max pooling. The layer 

of local response stabilization is applied across two surfaces and the layer of max pooling is applied over neighbouring 

neurons. The output of the last completely convolution layers is supplied to the classifier resulting in a distributed over 

the hundred class labels. 

The research is inspired by Xu et al.[5] 's work, in which we extend the idea of moving Deep CNN learning from large-

scale image identification to the question of predicting sentiment using small-scale data sets that are different in nature 

from the post - processing source images for domain-specific fine tuning. 

New research by Donahue et al.[7] and Oquab et al.[8] show that the CNN parameters trained on a large-scale dataset 

such as ILSVRC can be applied to object identification and scene supervised classification whenever the data is small, 

leading to better output than conventional handmade depictions. Xu et al.[5] suggested a novel paradigm for visual 

sentiment classification, based on a convolutional neural network. This shows that the CNN image representation 

educated on a broad dataset could be transmitted efficiently for analysis of sentiments 

System took real world database from a popular micro - blogging site, namely Flickr[9], to test the proposed process. 

The dataset used[10] is open to the public, and the information gathering and cluster centre labelling information are 
described in this chapter. We have also built a data set of dimension opinion rating comparing with the methods of the 

standard. 

It's also important to capture feeling intensity along with capturing polarity of sentiment. Nevertheless, in text analysis, 

as shown by Thewall et al.[11], fine-grained categorization of sentiment intensity is generally accepted .. It was 

specifically demonstrated in [5] that the use of feeling strength is a better option to explain feeling strength in visual 

content rather than fine-grained categorization 

We take the democratic majority of the 3 scores for each picture after collecting all the captions; this is a picture 

annotation becomes considered valid only when at least 2 out of 3 annotators agree on the same label (out of 7 possible 

labels). A minimum of about 3000 descriptions for the dataset images on the database were produced. For every picture 

the majority vote is taken from the collected annotations. Overall, out of the total 1000 images, a collection of 806 

images is obtained using image-text hybrid ground reality. The dataset is now generally available in [12]. 

The development of open source Jia et al. works[14] called Caffe was used [15]. Broadcasting rights is used in our 
academic research to start executing the Krizhevsky Network[3] to train the CNN on ILSVRC 2012 dataset[6]. It is a 

subset of ImageNet, which consists of around 1.2 million data labelled with 1000 different groups. All ILSVRC 2012 

images are quality controlled and humanly formatted for the relative importance of 1000 categories of objects. 

III. RESEARCH ETHODOLOGY 

Most of social networking photo posts hardly contain any explanation or caption. Many opinions and emotions are 

therefore conveyed only through visual content. Until now, the statistical study of feeling converges mainly on the 

textual material. Restricted efforts were made to analyse the feelings from visual content, such as images and videos, 

which is becoming a pervasive type of media on the web. It has been discerned in this era of big data that exploration of 

visual information can send us accurate or complementary online social signals [1]. The Deep Learning framework [2] 

allows for rigorous and accurate learning of features, which in turn generates output for images in the state of the art 

classification. Convolutional Neural Network (CNN) is commonly used for image-related tasks due to the use of 

convolutional layers. It takes into account image pixel locations and neighbours, which are necessary to capture useful 

visual task features as shown in [3]. 

In addition to the current criteria which only include positive or negative image labels, a multi-scale sentiment rating 

was implemented in [4], which accounts for neutral images and different feeling intensity of the same polarity. Instead 

of focusing on defining and training mid-level attributes related to the emotional perception of [1] and [4], a framework 

was used that effectively transfers the CNNs learned on a large-scale dataset to the task of predicting visual feelings. 

Transfer learning has a major advantage over those standard approaches, since psychology or linguistics do not require 

domain knowledge. 
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Initially, we finalized the emotional categories to perform the classification on heterogeneous image dataset. We then 

collected data from Flickr for these categories. We experimented with various classification methods on our data – 

CNN on high level features of VGG-ImageNet, fine-tuning on pre-trained models like RESNET, Places205-VGG16 

and VGGImageNet. Various pre-trained module having very less accuracy of object detection, in such system also 

facing the issues for sentiment classification. Many existing system can’t work on global image dataset for sentiment 

classification.  Low classification accuracy and high time complexity reduce the effectiveness of system performance 

and finally identify all such issues in existing approaches and develop a new approach using deep learning 

IV. PROPSED SYSTEM DESIGN 

The proposed research work on image sentiment classification employs deep learning approach. This work basically 

illustrates various feature extraction as well as selection technique from image object and builds the train knowledge 

accordingly. Various feature selection methods has been use to extract the different parameters, Sometime text meta-

data also used to identify the respective image sentiment. Normalize data set should be most impactful to achieve the 

better classification accuracy. 

 

Figure 1 : Proposed system design 

In the training phase, various features have been extracted from the training data set and a training model is built 

accordingly. A similar feature extraction strategy has been applied on the testing data set which extracts each image 

feature accordingly. The weight calculation process is identifying similarity between testing and training features. It is 

the sub process of similarity evaluation between two features sets. The weight factor is evaluated with desire threshold 

values and defines sentiment labels accordingly. 0 is initial weight while threshold can be user defined. First we 
evaluate each image height and width accordingly and change as per the required size because few images contains 

some noise or specific input image already contains a different kind of noise. Using the noise filter we eliminate noise 

from images. The proposed deep learning module having ability to identify such features using image Net library. The 

DCNN classifier has used to detect the sentiment class of entire test dataset. System can works with flicker image 

dataset for sentiment classification with supervised learning approach, then we split the data into 5-fold, 10-fold and 

15-fold cross validation respectively. The data has already pre-processed in trained module so system directly builds a 

train module for respective scaled images. For testing dataset, performing evaluation has done with various test 

instances and calculates the confusion metrics. 
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Dataset Used 

Deep Learning on Flickr Dataset  

For this research we can used Flicker dataset like dynamically select 70-75% images from the half million Flickr dataset 

which is consider for training dataset to build the rain module according to select features. The continuing 30-25% images 
considered as testing dataset. So we can train the convolutional Neural Network using number of iteration and each iteration 
should be hold n number of images respectively.   

Twitter Testing Dataset (Real time dataset) 

We can also build a some real time image dataset from various social media web application as well as image tweets. Image 

tweets denote to persons tweets that contain some input images. We constructed an large set as testing images for entire 
research to validate system accuracy with real time dataset 

• For this project, dataset collected 9854 images in total with 1900 images in every category.  

• It split the data in each category such that 70% of the data (8850) is used for training, and 30% of the data (1000) is 
used for testing.  

ALGORITHM DESIGN 

Deep Convolutional Neural Network (DCNN) 

Input: Test Dataset which contains various test instances TestDBLits [], Train dataset which is build by training phase 

TrainDBLits[] , Threshold Th. 

Output: HashMap <class_label, SimilarityWeight> all instances which weight violates the threshold score.  

Step 1:  For each read each test instances using below equation 

𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚) = ∑(. 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑒𝑡[𝐴[𝑖] … … . . 𝐴[𝑛] TestDBLits )

𝑛

𝑚=1

 

Step 2 :       extract each feature as a hot vector or input neuron from 𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚)  using below equation. 

Extracted_FeatureSetx[t……n] = ∑ (t)𝑛
𝑥=1 𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒 (m) 

Extracted_FeatureSetx[t] contains the feature vector of respective domain 

Step 3:  create the number of convolutional  

For each read each train instances using below equation 

𝑡𝑟𝑎𝑖𝑛𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚) = ∑(. 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑆𝑒𝑡[𝐴[𝑖] … … . . 𝐴[𝑛] TrainDBList )

𝑛

𝑚=1

 

Step 4 :       extract each feature as a hot vector or input neuron from 𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒(𝑚)  using below equation. 

Extracted_FeatureSetx[t……n] = ∑ (t)𝑛
𝑥=1 𝑡𝑒𝑠𝑡𝐹𝑒𝑎𝑡𝑢𝑟𝑒 (m) 

Extracted_FeatureSetx[t] contains the feature vector of respective domain. 

Step 5 : Now map each test feature set to all respective training feature set 

𝑤𝑒𝑖𝑔ℎ𝑡 = 𝑐𝑎𝑙𝑐𝑆𝑖𝑚 (FeatureSetx || ∑ FeatureSety[y])

𝑛

𝑖=1

 

Step 6 : Return Weight 

http://www.ijmrset.com/


  International Journal Of Multidisciplinary Research In Science, Engineering and Technology (IJMRSET) 

     | ISSN: 2582-7219 | www.ijmrset.com | Impact Factor: 4.988 

    | Volume 4, Issue 1, January 2021 | 

IJMRSET © 2021                                                              DOI:10.15680/IJMRSET.2021.0401004                                                 22 

 

 

 

V. RESULTS AND DISCUSSIONS 

The proposed implementation gas done with python using some deep learning libraries like ImageNet, TensorFlow etc. 

in open source environment. The below figure 2 demonstrates sentiment classification accuracy with some existing 

system with our research work.The proposed work managearound 92.30% accuracy for heterogeneous image dataset 

which is higher than [1,2,3,4] respectively. 

 

 

Figure 2: performance evaluation of proposed system with some existing systems 

Our results show that deep learning does provide promising results with a performance comparable to some methods 

using handcrafted features on emotion classification task, and also a few methods using deep learning for sentiment 

analysis.  

VI. CONCLUSION 

Our results show that deep learning does provide promising results with a performance comparable to some methods 

using handcrafted features on emotion classification task, and also a few methods using deep learning for sentiment 

analysis. Emotion classification in images has applications in automatic tagging of images with emotional categories, 
automatically categorizing video sequences into genres like thriller, comedy, romance, etc.For the goal of autonomous 

accuracy is much important during the execution while more categories of image in each class for train the module 

which could be active higher accuracy of system. Finally we conclude proposed system introduces good accuracy for 

image sentiment classification on heterogeneous image dataset which is better than some existing systems.Our 

experiments demonstrated that Deep Learning does give promising results in both the classification of emotions as well 

as in performing sentiment analysis, even on the raw data collected directly from Flickr. The next step could be to run 

these experiments on bigger and  work with extract some abstract features like image localization features to identify 

the class will be the interesting task for future direction. 
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